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Section 1 fs &mAed to three imrdependent lemmas w h i c h  iaentify t h e  

proper&ies of rational mtnmax apppaximtion and segmentation upon which the 

remaider o f  %he deve1apmen.t; reses. 

minmax approxbakion problem is s$sixd, and %he existence of a solutdon is 

In Section 2, %he segmented rational 

deduced 

Hn Section 3, the existence of" a soludon having the bsLanced error 

property is established. In Sectisn 4, 8- irmeqeties similar to %hose 

known in the  linear least maximum qrobkm are es%ab?Ashed, d the balanced 

error prspertr is &ownto be a eufficPent condlMon for a solution. 

In Section 5,  it is  shown khat, for aqy initial  position of the b=&- 

,points defining the segmenW%ion, there is  a continiioue transfomstion of 

the breakpoint6 which perndta the maximum error to descend to its mininnrm 

value. Section 6 provides scme e3LBLpples illustrating the lack of convexity 

i n  this problen. 









the minmax error function for 

Lemma 1 each of these stanctions hi i s  con~inuous on its dotnab of 

oerr problem i s  to minisizey aver u. 
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To relate this t o  the problem formulated in Section 2 note that ei(ui) 

is the 

Pn particular em (P) = T. Equation ( 5 )  represents the fact that an i-segment 

error for the i-eeaplent problem on the intepval [cu,ui]. 

qqmxiw3t~  op1 [.,U,] be fOaznd Searching OR th8 S-8 

variable ui - for the most favorable cornbination of an (i-l)-segment mlnmaw- 

minmax appradmatm on C C Y , U ~ - ~ ]  and s one=-sqpent mimax appraocimstor on 

!l!heur~ 1. Statements A, C, and I) are valid for 1s i <, m and ststanent B for 

Z ~ i ~ J S s .  

following theorem which, for the c a e  i = m, asserts the existence of a 

balanced solution vector. 

hl (&,CY) = 0, 3. = 1, ..., m. 

Statements C and D are valid for i = 1 due t o  Imnxas 2 and 1 respectively. 
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For v 9 we assume b is  smaller .Lhm P- vi. Then for vi ui T + 6 i i 

u I satisf$rlag vi < ut < vi - 6 ,  but two c-es adse,  depending on whether 
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where me center IwguaUty is due t o  LemaDa 2, 

An immxliate cansequence of EermtEn 5 is 

Lemma 6 .  A &&mced vector is a solution vector. 

real irrterval 
hrss the 



. .  
. .  - 3 . l -  

*3-1 at tc + 1. 

u 

e q w l  eo u 

5.s. For tc < t 

5.b, E an i dex  i > j satfsfies ui(t,) c [zt (tJ, vsc 3 then there must be a 

point ti at which u (-t 1 = ui(tc>. Define ui(t) t o  be constant for 

t 

For each index i no$ treated In steps 4 or 5 ,  define ui(t) to be 

canstant for tc < t 

(t 1 = u5(tc). Befine ui(t) t o  be constant for tc < - t 5 ti anit to be j-1 i 
(t) for ti 5 t 5 tc i- 1. 

tc + 1, let u (t) vary linearly taking .. the value VJC at tc f lo 

3-1 

3 3 

3 3 

3 i  
L ti and to be eqyal to u Qt) for ti 5 t c - tc + 1. 

c -  - s 
6. 

tc I- 1. 

7. R@?laCe tc by tc + 1 and return to s t q  20 

me following graph iuustrates a set of functions ui(t) defined by ais 
construction : 










